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Abstract.

Recently, there has been progress in developing Newton-type methods with higher convergence to solve
nonlinear equations. This paper develops new classes of iterative methods with higher convergence orders
(more than four) by a construction of two iterative methods of integer-order of convergence, p,q and p > q.
The construction of such methods provides new classes of methods of order 2p + q of convergence.
Numerical examples are provided, as well as the use of other existing methods to demonstrate the
performance of the presented methods.
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1. Introduction

The solution of nonlinear equations has been one of the most widely investigated topics in applied
mathematics, which has produced a vast amount of literature; see, for example, the references and references
therein.

Let f:D c R — R be ascalar function on an open interval D. If f(a) = 0, then « is said to be a zero
of f(x). In other words, « is a root of the equation

f(x) =0. 1)

It is customary to say that « is a root or zero of an algebraic polynomial f(x), but only a zero if f(x) is not
a polynomial.

According to the Kung and Traub’s conjecture, an optimal iterative method without memory based
on n+ 1 functional evaluations could achieve the optimal convergence order of 2™ (Li et al. 2011). The
famous example of optimal quadratic convergence is the Newton’s method for finding the root a based on
the follwing iterative scheme

f(xn)
Xn+1 =Xn — f’():(n)' (2)
starting from some initial value x,.

The following theorem considers a generalization of Newton’s method and describes a means for
constructing multipoint methods.
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Theorem 1:(Traub 1964) Let « be a simple root of a function f(x) and let u, (x) define the iterative method
of the order p. Next, the composite iterative function x,, , that is introduced by Newton'’s method (2)

f(un)
defines the iterative method of the order p + 1.

f'xn) ¢ _ flgn)
. . . w(ty) " fxn)
number of functions evaluations, then the two-step scheme will be (Chun 2008)

to reduce the

Using double the Newton method and approximating f'(g,) by

f(xn)
In =% = iy
f(gn) (gn)
Xn+1 = Gn — W(tn) . ty = - (4)

flae)”™ fln)

where the multiplicative function or the multiplier w(t,) in (4) must be determined such that w(0) =
1,w'(0) =2 and [w"(0)] <. As a result, the two-point method (4) is the optimal fourth-order of
convergence (Petkovic’ 2009). This result is a consequence of the generalization of Traub’s theorem (Traub
1964), as presented in the following theorem.

Theorem 2: Let u, (x) and v, (x) be iterative functions of the orders p and g, respectively. Next, the
composition of the iterative functions

Xn+1 = Up (Un(x))'
defines the iterative method of the order pq.

Recently, a new Newton-type iterative method to solve nonlinear equations with any integer order of
convergence was considered by Li et al. (2011); this method be presented in next theorem.

Theorem 3: Suppose f(x) € CP*9(D) and there is a zero a of the nonlinear equation f(x) = 0. For two
iterative functions u,, (x) and v,, (x) of convergence order p and g respectively (p, g are integers and p > q).
If their results of the n + 1th iteration are u, .1 and v,, ¢, then the following iterative formula

f(un+1) (5)

Xn+1 = un+1 - fl(Vn+1)’
has order p + q.

Method (5) is a three-step iterative method, and has two extra functional evaluations more than the
optimal requirement.

This paper develops new families of Newton-type methods of any integer order of convergence
(more than four) to find a zero of a nonlinear function based on any two iterative methods of integer orders p
and g of convergence and p > q. In Section 2, the methods and proving the order of convergence of the
proposed method will be considered. In Section 3, several computational aspects of the proposed methods are
given. Section 4 provides the short conclusions.

2. Development of the Methods

Using the concept of (5) in the iterative method (4), we have

f(Gns1) [ G
Xnt1 = Gnat TG 5T w(tn41) TR (6)

where g,,1 and h, ., are two iterative methods of order p and g, respectively and p > q, t 41 =
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_fU@n+1)
Fn 1=y

,and w(t, ;1) is afunction of ¢, ;4.
f(gn+1)

Theorem 4: Suppose that f € C?P+4(D), where the integers p > q, and « € D is a simple root of the
nonlinear equation f(x) = 0. Let the n + 1th iteration of two iterative functions be g, .1, h,,41 Of orders p

f(gn1-LinEL)y
and g, respectively. Next, the convergence order of (6) is 2p + q, where t,;; = %, and
n+1
w(t, 1) is afunction satisfying w(0) = w'(0) = 1 and |w"(0)| < .
Proof: Let a be a simple root of f(x) = 0, thatis, f(a) = 0, and the error is expressed as
X, =a+e,. (7)
Using Taylor expansion, we have
Gn+1 = a +cpeP +0(eP™h), (8)
Myt = a+cge? +0(eth), 9)
)
where ¢,, ¢, # 0,and ¢, = U k'(“),k =12, ..
Expanding f(g,+1) about a, we have
_ : f'(@ 2 3
f(gn+1) = (@) + f(@(Gn+1 = @) + == (Gnsr1 = O)° + 0(Gn+1 — @)
, A
= n+l S \Un+1 ™ n+1l = ’
f'(@)[(g a) +-(g @)® +0((g )*)]
= fi(@)[cpe? + -+ (czp + 53 +0(e 1)), (10)
where 4 = L&) Further, we have
f'(a)
f'(hn11) = /(@) + f(@)(hny1 — @) + O(hy g — @)?
= f'(@)[1 + Acge? + 0(e9)]. (11)
Dividing (10) by (11), we obtain
% =cpel + -+ (Cpyq — CpCgA)EP T + 0(ePTIH), (12)
Using (8) and (12), we obtain
_ fnt1) _ p+q p+q+1
In+1 Pl a +c,cqde +0(e )-
- _ f(Gns1)
Expanding f(gn+1 — 5 ) about a, we have
f'(hn41)
f(Gnr = 2= = f1(@)cpcqAe?™ +0(eP D], (13)
Dividing (13) by (11), we have
£(9n _f’(9n+1))
DI frhngn)) CpCoAePT 4 0 (ePHIHL), (14)

f'(thns1)
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Further, dividing (13) by (10), we have

fUn+1)
f flgn1=F )
i f(gn+1)
= c,Ae? + 0(e9th). (15)
Expanding w(t, 1) by the Taylor’s polynomial of the second order at the point t,,; = 0,
, ”n 0
W(tns1) = W(0) + W (O)tysy + 22,

=14 Ae? +0(e?*). (16)

Substituting (13), (14), and (16) into the last step of (6), and takeing w(0) = w'(0) = 1 and
|[w"(0)| < o, we obtain
2
Xpi1 = @+ cheg ATeZp“Lq + 0(e?Ptath, ()
This result indicates that the order of convergence of the new classes of of the iterative methods (6) is
2p + q and also ends the proof.

Some special methods of (6) are considered depending upon the function w(t,,1). In addition,
w(t, 1) satisfies the last conditions of Theorem 4 in a limiting case when t — 0.

Method 1. Choosing

W) = -l b= f (@na1—FEmR)
ntl tapr—1’ "F1 f(gn+1)
gives new classes of methods defined by the iterative function
f2(gn+1) 1
x = + . 18
T I T 010) F (g D) (g, ) 19

Method 2. The function
W(tpy1) =1+t + ﬁtrzl-i-l'
where £ is a real parameter and which produces new classification of methods

f(gn+1)) _f(gn+1))

_ _ flnr) S TG FGn 1P i) B 2  f(gns)
Y4l = Int1 T om0 O [ P! G = Fo )b
(19)
Method 3. The choice
1
W(tn+1) =

2
1=ty g +ﬁtn+1

provides a new families defined by the iterative function

_ f(gns1)
g L) SO )
mHL I ) f'(hs1)
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2
fe(gn+1) (20)

X
2 _ _fn+1) 2 _f@n+y
F2Gn D)~ Gne)f @1~ 182 g, Lty

Method 4. For w(t, 1) given by

t
w(t =1+—2
( TL+1) 1+ﬁtn+1

we obtain a new class of methods

_fn+1) _f@n+1)
flgns1) f(n+1 f'(hn+1)) y fGn+1)+B+1)f(gn+1 f'(hn+1))

Xpoq = - 21
T I T ) f'Chn41) f@ns)HBf (gn 1~y =)
Method 5. Choosing w(t, 1) in the form
1
W(tn+1) = (1 + Btn+1)ﬁfﬁ * 0,
provides a new family of methods defined by the iterative function
_f@n+1) 1
_ _ flans) T Tr G IO
xn+1 - gn+1 f’(hn+1) f’(h—n+1) [1 + .Bf(gn+1 f’(hn+1))] * (22)

These classes of methods (18) — (22) have convergence of order 2p + q. The iterative methods
with nth-integer order convergence are not unique because two iterative methods with p and g order
convergence, p > q can be chosen by various formulas as long as 2p + g = n. As a result, these iterative
formulas (18) — (22) provide us classes of methods for solving nonlinear equations.

3. Numerical Results

We compare several methods for solving the nonlinear equation (1) with the result of the new constructions
of two different iterative methods of integer-order of convergence, using the fife classes of methods (18) —
(22) considered in the last section. All computations were performed using MATLAB 7.1 using 2000 digit
floating point arithmetics (Digits:=2000). The following stopping criteria were used for the computer
programs:

(i)lxn+1 - xnl <g,

DI ()l <&,

as a result, x, 1 is taken as the exact root that is computed when the stopping criterion is satisfied. For
numerical illustrations, in this section we used the fixed stopping criterion ¢ = 1073,

Tables 1 and 2 present the number of iterations to approximate the zero (IT) and the absolute values
of |f(x,41)] and |x,4+1 — x,,|, respectively. Tables 3 and 4 present the values of the computational order of
convergence (COC), which is approximated using the formula (Weerakoon and Fernando 2000)

coc = MGn1170)/(xn—a)|

In| (e —a)/(en—1—a)|’

Example 1. Consider an iterative function constructed by combining Newton’s method (2) and the secant
method, (PM) for more details see (Petkovic’ 2009)
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f )

yn =xn

_ _ ) Yn—xn)
bl = I T 0 (23)

Combining (23) and the Newton’s method (2) (NM) again, we obtain the following family of iterative
methods of order eight of convergence,

f(g ) f(gn+1—ff—,(gln+1)))
f (a1 —Lnt1)y
where gy 11 1S (23), hyy1 i (2) and w(ty 1), tryr = w are defined in Methods 1 — 5.
n+1

The result of the methods (24) are denoted by (S1M1 — S1M5) in the Tables 1 and 3, where
B = —1 was used in all the methods except in method S1M5, where § = 0.5 was used to avoid the equality
with the method S1M4.

The following test functions and their exact root « are used for numerical examples.

Test functions The approximate zero a

fi(x) = x% — (1 —x)%°, 0.143739259299754,
fa(x) = ex #7330 _q, 3.0,

f3(x) = xe*” — sin(x)% + 3cos(x) + 5, -1.20764782713092,
fi(x) =sin(x)? —x? + 1, 1.40449164821534,
fo(x) = (x—1)° -1, 2.0,

fo(x) = x% —e* —3x + 2, 0.257530285439861,

£, () = COS("Z_") +x2—m, 2.03472489627913,
fa(x) = xe* +log(1 + x + x4), 0.0.

Example 2. A modification for the fourth order method of Kou et. al. (2007), (25) done by Cordero et. al.
(2010) to produce the following sixth order method (CM)

fG)
I = = oy
FG)H ) fa) )
= x, —pLE O _ g _g 25
= e O e om G (25)
o f(za)
Al = I T S T n o [ n—ym) (26)

where 8 € R — {—1}, and 6 = 0.5 is taken in the Tables 2 and 4.

The optimal fourth-order iterative method of King (1973) (KM) for solving equation (1) is defined
by

S
I =5 TGy

FOR)  FO)*BF )
=y — BER, 27
ntl = Yn T pe Tamt G- om) P 27)
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Let the iterative method (26) be u, .1 and the King’s methods, (27), be v,,,, then the new family
methods are

f (uns1) i)
Xnt1 = Unt1 = 55 w(tn41) Tﬂ; (28)

with the order sixteen of convergence. In addition, substituting methods 1-5 from last section in (28) gives
(S2M1 — S2M5) in Tables 2 and 4.

4. Conclusions

In this work we presented an approach that can be used for constructing families of 2p + gth-order iterative
methods that use two iterative methods of integer order of convergence p and g, where p > q. However,
noted that per iteration the considered methods (S1M1 — S1M5) and (S2M1 — S2M5) require three more
evaluations of functions than do the requirement of the optimality condition. The presented classes of
methods are tested on several nonlinear functions and demonstrate remarkably fast convergence. In this
paper, we constructed five such families, and more families could be constructed using the presented theory
for solving systems of nonlinear of equations, which will be exploited in detail in a forthcoming paper.

Table 1: Numerical results for the different functions of Example 1

Method | 1T [ [f(uso)l Pnt1— %] | Method | 1T If Cens)l Pns1 — %o
fi(x),xy = 0.35 fa(x),xy =3.5
NM 8 0.14148e-81 0.43566e-41 NM 14 0.11642e-93 0.11669e-47
PM 8 0.46151e-92 0.41981e-31 PM 9 0.10687e-111 0.57495e-38
LM 7 0.11012e-559 |0.14451e-112 LM 7 0.59673e-205 0.90685e-42
SiM1 5 10.27897e-280 0.10394e-35 S1M1 6 0.37595e-851 0.40178e-107
S1M2 6 0.4e-1010 0.29522e-175 S1M2 6 0.37071e-483 0.40108e-61
S1IM3 6 0.37071e-483 0.40108e-61 S1IM3 5 0.28350e-302 0.16356e-38
S1M4 5 0.27897e-280 0.10394e-35 S1M4 6 0.37595e-851 0.40178e-107
S1M5 6 0.4e-1010 0.44022e-217 S1M5 6 0.16040e-622 0.15232e-78
f3(x),xg = —1.1 fa(x),xg =11
NM 7 0.39878e-99 0.36156e-50 NM 7 0.34436e-68 0.42075e-34
PM 5 0.23257e-189 0.17186e-63 PM 5 0.26050e-129 0.55495e-43
LM 4 0.15215e-376 0.12976e-75 LM 4 0.33032e-193 0.15457¢-38
S1IM1 3 [0.10278e-319 0.37199e-40 SiM1 4 0.14e-1008 .61976e-167
S1IM2 3 [0.32768e-357 0.76466e-45 S1IM2 4 0.1e-1008 0.57789%e-211
S1IM3 3 0.36695e-310 0.58159¢e-39 S1IM3 4 0.14e-1008 0.50133e-148
S1M4 3 0.10278e-319 0.37199e-40 S1M4 4 0.14e-1008 0.61976e-167
S1IM5 3 0.23951e-329 0.23252e-41 S1IM5 4 0.14e-1008 0.19624e-189
fs(x), %9 = 2.5 fe(x), %0 = 2.0
NM 8 0.84331e-111 0.16766e-55 NM 7 0.21174e-110 0.77434e-55
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PM 5 0.45099e-105 0.53172e-35 PM 5 0.19671e-160 0.84158e-53
LM 4 10.11642e-215 0.39570e-43 LM 4 0.72206e-400 0.36254e-79
SiM1 4 0.0 0.31786e-186 SiM1 3 0.55746e-314 0.27161e-38
S1M2 4 0.0 0.19147e-170 S1M2 3 0.51742e-315 0.20179e-38
S1IM3 4 0.0 0.49706e-207 S1M3 3 0.17170e-313 0.31262e-38
S1M4 4 0.95358e-186 0.37574e-23 S1M4 4 0.0 0.14753e-314
S1IM5 4 0.0 0.29881e-178 S1IM5 3 0.23418e-314 0.24370e-38
f7(x),xy = 1.87 fa(x),xy = 0.25
NM 6 0.98787e-64 0.66530e-32 NM 6 0.76186e-68 0.12344e-33
PM 5 0.37519e-245 0.14627e-81 PM 5 0.60304e-260 0.36404e-86
LM 4 0.18716e-524 |0.10623e-104 LM 4 0.33321e-581 0.10129e-115
SiM1 3 0.34782e-440 0.97417e-55 SiM1 3 0.34642e-485 0.49401e-60
S1M2 3 0.29714e-454 0.16986e-56 S1M2 3 0.19984e-478 0.34584e-59
S1M3 3 0.53057e-435 0.43307e-54 S1M3 3 0.21555e-489 0.14722e-60
S1M4 3 0.34782e-440 0.97417e-55 S1M4 3 0.34642e-485 0.49401e-60
S1IM5 3 0.94106e-445 0.26162e-55 S1M5 3 0.19928e-482 0.10933e-59
Table 2: Numerical results for different functions of Example 2
Method IT |f Cen 1)l %241 — x,| | Method IT |f Cen+1)l Xn+1 ~ Xn
fi(x),xy = 0.35 fa(x),xy =35
KM 5 0.18288e-378 0.43263e-95 KM div
CM 4 0.34080e-425 0.20156e-71 CM 6 0.28397e-723 0.44547e-121
LM 4 0.79247e-620 0.16347e-62 LM 5 0.85104e-846 0.41765e-85
S2M1 4 0.3e-2000 0.36152e-319 SiM1 4 10.44788e-752 0.18568e-47
S2M2 4 0.3e-1550 0.78853e-251 S1M2 5 0.0 0.82521e-216
S2M3 5 0.3e-1550 0.11647e-144 S1M3 5 0.0 0.29486e-219
S2M4 4 0.3e-2000 0.36152e-319 S1M4 4 0.44788e-752 0.18568e-47
S2M5 4 0.6e-1550 0.53129e-353 S1M5 5 0.0 0.73116e-224
f2(x), %9 = —1.1 fa(x), %0 = 2.5
KM 4 0.24634e-202 0.77346e-51 KM 4 0.20712e-136 0.64532e-34
CM 3 0.54768e-180 0.45226e-30 CM 4 0.56433e-562 0.18662e-93
LM 3  10.40769e-827 .98107e-83 LM 3 0.10389e-490 0.80218e-49
S2M1 3 0.7e-1548 0.79815e-224 SiM1 3 0.1e-1549 0.38770e-133
S2M2 3 0.7e-1548 0.19173e-212 S1M2 3 0.1e-1549 0.66521e-122
S2M3 3 0.7e-1548 0.43533e-214 S1M3 3 0.1e-1549 0.14096e-133
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S2M4 3 0.7e-1548 0.79815e-224 S1M4 3 0.1e-1549 0.38770e-133
S2M5 3 0.7e-1548 0.52484e-222 S1M5 3 0.1e-1549 0.79066e-127
fs(x),xg = 2.5 fe(x), %0 = 2.0
KM 5 0.48954e-422 0.20099e-105 KM 4 0.86048e-124 0.40869e-30
CM 4 0.50210e-565 0.48730e-94 CM 4 0.12805e-474 0.25485e-78

LM 3 0.38401e-377 0.14902e-37 LM 3 0.13879e-356  [0.71758e-35
S2M1 3 0.0 0.15044e-100 SiM1 3 0.2e-1548 0.44264e-111
S2M2 3 0.29122e-1511 0.30128e-94 S1M2 3 0.28366e-1129  0.99320e-70
S2M3 3 0.0 0.11110e-108 S1M3 3 0.13736e-1134 0.46223e-70
S2M4 3 0.0 0.15044e-100 S1M4 3 0.2e-1548 0.44264e-111
S2M5 3 0.0 0.13880e-97 S1M5 3 0.17259e-1210 0.83378e-75

f7(x),xy = 1.87 fa(x),xy = 0.25

KM 4 0.24204e-258 .24761e-64 KM 4 0.26221e-262 0.53821e-65

CM 3 0.17932e-199 0.58788e-33 CM 3 0.79314e-182 0.78205e-30

LM 3 |0.30008e-934 0.45690e-93 LM 3 0.75470e-915 0.64969e-91
S2M1 3 0.1e-1548 0.12741e-241 SiM1 3 0.21826e-1550  |0.96140e-246
S2M2 3 0.1e-1548 0.31293e-241 S1M2 3 0.43136e-1550 0.31731e-239
S2M3 3 0.1e-1548 0.79727e-242 S1M3 3 0.10420e-1550 036604e-256
S2M4 3 0.1e-1548 0.12741e-241 S1M4 3 0.21826e-1550 0.96140e-246
S2M5 3 0.1e-1548 0.17951e-241 S1M5 3 0.11156e-1549 0.14923e-242

Table 3: Comparison of the computational order of convergence (COC) for the various methods of Example 1.

Method fi(x) f2(x%) f3(%) fa(x) fs(x) fo(x) f7(%) fe(x)
NM 2.00000 2.00000 2.00000 2.00000 2.00000 2.00000 2.00000 2.00000
PM 3.00000 3.00000 3.00000 3.00000 3.00000 3.00000 3.00000 3.00000
LM 5.00000 5.00000 5.00000 5.00000 5.00000 5.00000 5.00001 5.00001

S1M1 8.00000 7.99641 8.00000 7.99954 7.99983 7.99999 8.00000 8.00000

S1M2 8.00009 8.00000 8.00000 8.00005 7.99981 8.00743 8.00000 8.00000

S1M3 8.00000 8.00000 8.00000 7.99878 7.99991 8.00932 8.00000 8.00000

S1M4 8.00000 7.99641 8.00000 7.99954 7.99983 7.99999 8.00000 8.00000

S1IM5 8.00000 8.00000 8.00000 7.99984 7.99980 7.99999 8.00000 8.00000

Table 4: Comparison of the computational order of convergence (COC) for the various methods of Example 2.

Method fi(x) f2(x) f3(%) fa(x) fs(x) fo(x) f7(%) fe(x)

KM 4.00000 div 4.00000 4.00000 4.00000 4.00000 4.00000 4.00000
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CM 6.00000 5.99996 6.00000 6.00000 6.00000 6.00000 6.00000 6.00000

LM 10.0000 10.0000 10.0000 10.0000 10.0000 9.99997 10.0000 10.0000
S1IM1 15.9416 16.0000 15.9782 16.1111 15.6962 15.9831 16.0393 16.0795
S1M2 16.0607 16.0824 16.0342 16.2216 16.0000 16.0000 16.0411 16.1110
S1IM3 16.0529 16.0463 16.0257 16.1072 15.6420 16.0000 16.0383 16.0327
S1M4 15.9416 16.0000 15.9782 16.1111 15.6962 15.9831 16.0393 15.8489
S1IM5 16.0152 16.0513 15.9867 16.1706 15.7305 16.0000 16.0400 16.0947
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