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Abstract  

This study  

 

 

 

 

 

 

1. Introduction 

As we know getting exact solutions, or solutions in closed forms , of Schrodinger equation for 

some important problems in physics, is possible .However ,there is no general method to 

obtain these solutions and the reader should always be acquainted with the methods of 

solving  partial differential equations. We should add that many problems cannot be solved 

analytically, hence numerical solutions for SE are needed . Accordingly, this paper came into 

light.  

In the next section, we give basic concepts related to inner product and Hilbert spaces, then 

in section 3,we introduce SE focusing on the mathematical solution of the HO problem [1]. 

In section 4, we introduce the numerical solution of SE for a particle under a general 

potential discussing the use of different techniques  2  3 .In the same section, we introduce 

the PMM and its application to the simple harmonic oscillator(SHO) problem 3 . In section 

5, we give the results of our calculations  2 ; and in the last section, we conclude with brief 

remarks about possible future work and recent results on the subject  4 ,  5 ,  6 . 

Abstract  

In the beginning, we start with reviewing basic concepts such as inner product and Hilbert 

spaces; then we introduce Schrodinger Equation SE focusing on the solution of time–

dependent and time–independent SE with a stress on the harmonic oscillator  HO  problem 

which will be the ingredient for our subject ; namely, the numerical solution of SE. 

The numerical solution of SE is then tackled using the so–called potential morphing 

method PMM . Calculations were carried out for the ground state of the HO which represents 

the frame of reference to work with. The obtained results were compared with similar ones 

and found to be in very good agreement. Finally, a brief discussion related to possible future 

work is given; moreover recent works on the subject are exposed to .  

Keywords:  

Numerical , Solution , Schrodinger Equation , Potential Morphing Method . 

 

Scitech 

Research  

Organisation 

 



                                                                                                                                     Journal of 

                                                                                                                                         ISSN  
 

Volume 19, Issue 1 available at www.scitecresearch.com/journals/index.php/jprm                                                       83| 

Journal of Progressive Research in Mathematics 

                                          E-ISSN: 2395-0218 

 

2. Basic concepts  

 

Definition 1  

Given the two vectors u   =  (x1, x2 , … , xn)  and v   =  (y1 , y2 , … , yn ) in the space ℝn  then the 

inner product of the two vectors u  and v  is  

u   . v   =   xiyi

n

i=1

                                                                       (1) 

The inner product defined by Equation(1) has the following properties  7  
 𝑖 𝑢  .𝑣 ≥ 0 
 𝑖𝑖 𝑢  = 0 ⇔ 𝑢  . 𝑢   = 0 
 𝑖𝑖𝑖 𝑢  . 0 = 0 
 𝑖𝑣 𝑢  . 𝑣 = 𝑣 . 𝑢   
 𝑣 𝑢  .  𝑣 + 𝜔    = 𝑢  . 𝑣 +  𝑢  . 𝜔    
 𝑣𝑖  𝑢  + 𝑣  . 𝜔   = 𝑢  . 𝜔   + 𝑣 . 𝜔    
 𝑣𝑖𝑖 (𝛼 𝑢  ). 𝑣 = 𝛼(𝑢  . 𝑣 ) 
 𝑣𝑖𝑖𝑖 𝑢  .  𝛼𝑣  = 𝛼 𝑢  . 𝑣   
(  (where𝑢  , 𝑣 , 𝜔    ∈ ℝ𝑛and𝛼 ∈ ℝ 

 

Definition 2 

Given the two vectors u  and v  ∈ ℝn  the norm of  u  is  defined as  

 𝑢     =   𝑢  . 𝑢  =   𝑥1
2 +  𝑥2

2 + ⋯ , +𝑥𝑛
2                                                                                               (2) 

Moreover ,the distance between the two vectors u  and v    is given by  

𝑑 𝑢  , 𝑣  =  𝑢  − 𝑣  =   (𝑥1 − 𝑦1)2 +  (𝑥2 − 𝑦2 )2 + ⋯ + (𝑥𝑛 − 𝑦𝑛)2                  (3) 

One can also get the unit vector for any non-zero vector u   as   

𝑢 =
𝑢   

 𝑢    
                                                                                                                                          (4)            

 
Definition 3 

The vector space V is a function the inner product on   

V → ℝ ∶  − , − for every ordered pair  u  , v  ∈ V  such that  u  , v    is a real number 

and satisfies the following conditions: 

 i  u  , v   ≥ 0   and  u  = 0 ⇔  u  , u    = 0 .  
 ii  u  , v   =  v  , u    ∀ u  , v  ∈ V . 
 iii  u  , v  + ω     =  u  , v   +  u  , ω     

       iv  α u  , v   =   αu  , v    ∀ scalars α . 
V with the inner product operation is called an inner-product space . 

Definition 4 

A space is complete if every Cauchy sequence in that space is convergent to an element in the 

space ,and any infinite – dimensional complete space is called a Hilbert space  8 . 
Note that if f, g, h , …  belonging to a Hilbert space H ,then H satisfies the following 

conditions : 
 i  H is a Euidean space . 
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 ii  H is complete with the distance  defined as 

                      d f, g =   f − g                                                                                               (5) 
 iii  the dimension of H is infinite.  
 iv  H is seperable . 
(Note that the eigenfunctions obtained by solving SE form a Hilbert space) 

 

3. Schrodinger Equation 

 

The time-dependent Schrodinger equation is written as  

 

𝑖ℏ 
𝜕𝜓

𝜕𝑡
=   −

ℏ2

2𝑚
∇2𝑖 + 𝑉(𝑟) 𝜓                                                           (6) 

or as 
𝑖ℏ 

𝜕𝜓

𝜕𝑡
=  𝐻 𝜓                                                                                       (7) 

 
where ψ is the wave function and H is the Hamiltonian given by  

𝐻 =  −
ℏ2

2𝑚
∇2 + 𝑉 ;this equation is solved using separation of variables. Note that iℏ 

∂

∂t
  is 

the energy operator 9 ; and that the solution is obtained in a closed formwhen the 

potential is a simple one. However ,to get the solution, in general ,is a difficult job .Hence, 

one refers to numerical methods . 

To add, the time–independent Schrodinger equation is given by  

−
ℏ2

2m
∇2ψ r + V r ψ r = E ψ r                                                                 (8) 

where E is the energy eigenvalue . 
 
3.1 Schrodinger Equation for the Simple Harmonic Oscillator  

 

 The SE for the simple harmonic Oscillator (SHO)  in one dimension can be written as   
d2ψ

dζ2 +  ε −  ζ2 ψ = 0                                                                      (9) 

 

where ζ =  
1

2
 k x2   and ε is the energy eigenvalue .The last equation was written in a 

simple form through a sequence of substitutions [10]. 
Now, using finite difference method one obtains the difference equation  

ψj+1 =  2 − (h)2(ε −  jh 2) ψj + ψj−1  = 0                                   (10) 

where h is the step length .Taking   ψ1 = ψ2 = 1 , h = 0.01  and ε = 5.01404 , one gets the 
wave function and the probability density for the HO as is shown in Figure 1 
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Figure 1 . The wave function and probability density for the HO (h = 0.01 , ε = 5.01404  )  
 

Example 1 
 

To solve the equation  − u′′ +  x2  u =  λ u   ( λ  is the eigenvalue), we put  u =  e−x2 2  y to 
get y′′ − 2 x y′ + 2ny =  0 , with   λ = 2n + 1   and   y  is then given by y =  Hn (x)  where 
Hn (x)  are Hermite polynomials. Table 1 shows the eigenvalues(energies ) for the HO. 

  Note that η =  ℏ , x =   
ℏ

mω  
  ζ  am E =  En =  

1

2
ℏω0ε    . 

 
Table 1 . The energy eigenvalue for the HO . 

 
N Exact  Value En Hn(x) 

0 1 ω
2

1
  1 

1 3 ω
2

3
  2y 

2 5 ω
2

5
  4y

2
+2 

3 7 ω
2

7
  8y

3
-12y 

4 9 ω
2

9
  16y

4
-48y

2
 

5 11 ω
2

11
  32y

5
-160y

3
+120y 

 
Moreover, we present the HO potential and wave functions in Figure 2 [10]. 
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Figure 2.Potential and wave functions for the HO [10]. 
 

4. Numerical Solution of Schrodinger Equation for a particle under a 𝐆eneral Potential  

In this section, we repeat numerical calculations obtained through the use of a novel method 

from which the eigenvalues and eigenfunctions were calculated for  a particle (an electron 

say) under a general–shape potential [3]. 

To begin with ,we should note that the numerical solutions in solving Schrodinger equation 

are necessary only when the solutions are not  possible analytically. One can use 

perturbation techniques, variational methods, or other methods which depend on 

diagolaniztion and finite–element methods [2].However we shall deal here with a novel 

method which uses a so–called morphing potential [3]; writing  Schrodinger equation as 

 
−ℏ2

2m
∇2 + vs r  ψs r = Esψs r                                                                                              (11)    

whereEs  is the eigenvalue corresponding to the eigenfunctionψs  ; s  represents the reference 

system under study andvs r is the potential. 

If we assume, now, that we have another  reference system R, in which the different 

quantities are known , then  

 
−ℏ2

2m
∇2 + vR r  ψR r = ERψR r                                                                                           (12) 

 and transferring from the system R to that of S, one refers to the time – dependent 

Schrodinger equation as 

ℏ 
∂ψ(r,t)

∂t
=  

−ℏ2

2m
∇2 + vt r  ψ r, t                                                                                              (13) 
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with the potential vt(r)  given by  

vt r = σ t vs r +  1 − σ t  vR(r)                                                                                          (14) 

and  

σ t =   
0       t  ≤ ta

1       t ≥ tb

                                                                                                                (16) 

Using Equation (13) along with the next two equations, we get [3]  

For  

t  ≤ ta      ∶    ψ r, t = ψR r, t =  CR exp(  
−i 

ℏ
ER  t ) ψR(r)                                                     (17) 

and  

For 

t  ≥ tb      ∶    ψ r, t = ψs r, t =  Cs exp(  
−i 

ℏ
Es  t ) ψs(r)                                                       (18) 

To integrate  Equation (13) , we need to divide the time interval tb −  ta  to N subintervals, 

i.e. , ∆ t =    
tb   −   ta

N
  ; then we get  

ψ r, t1 − ψ r, ta =  
1

iℏ
  

−ℏ2

2m
∇2 + vt r  ψ r, t 

t1

ta
dt                                                            (19) 

where t1 = ta  +  ∆t andψ r, ta  refers to the wave function  in system R , i.e.  

ψ r, ta = ψR r, t                                                                                                                       (20) 

Note that the perturbation in ψ(r , t) is given by 

δψ r, t =  
1

iℏ
  

−ℏ2

2m
∇2 + vt r  ψ r, t 

t1

ta
dt                                                                             (21) 

Assuming that we can make  δψ r, t → 0  , then we can putψ r, t ≈ ψ r, ta  in the 

calculation ; moreover , even though vS(r) is very much different fromvR r  , for large N one 

can make vt r ≈ vR r  , e.g .if N =  103 ,we get [3]  

vt r =  10−3 vs r + 0.999 vR r                                                                                          (22) 

The second step in the recursive operation is  

ψ r, t2 = ψR r, ta + δψ r, t1 +  
1

iℏ
  

−ℏ2

2m
∇2 + vt r  ψ r, t 

t2

t1
dt                                 (23) 
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wheret2  −  ta  = 2∆ t .  

To compute the integral in the last equation , we have to use Equation (19) for ψ r, t1 and 

for N recursive steps ,we get [3]  

ψ r, tN =  ψR r, ta +   δψ r, tk =  ψ r, tb 
N
k=1                                                               (24) 

When t ≥  tb        

ψs r =   ψs r, tb                                                                                                                  (25) 

ψs r  satisfies Equation (11) as pointed out before. Moreover Es  is obtained as [3] 

Es =    ψs
∗ r  

−ℏ2

2m
∇2 + vs r  ψs r 

∞

−∞
dr                                                                         (26) 

Note that every wave function obtained in the recursive process satisfies Schrodinger 

equation; for instance after ten steps of recursion we have [2][3] 

 
−ℏ2

2m
∇2 +

10

N
vS r +  1 −

10

N
 vR (r) ψ r, t10 = E10  ψ r, t10                                          (27) 

Using this method, the reference system R with potential vR(r) will escalate, with time, to 

the system S with potential vS(r) ; for this reason this method was called the potential 

morphing method [3].  

To clarify the ideas presented so far, we give for simplicity the calculation for the harmonic 

oscillator in one dimension. In this case we choose  

vR x =  
1

2
 m ω0

2 x2                                                                                                              (28) 

and 

vS x =  
1

2
 m(𝜔0

2 + 𝜔𝑝
2)𝑥2                                                                                                   (29) 

The term containing ωp
2   can be considered as a perturbation [11]; and transferring from 

𝑅 𝑤𝑖𝑡ℎ 𝑣𝑅 𝑟 𝑡𝑜 𝑆 𝑤𝑖𝑡ℎ 𝑣𝑆 𝑟 is accomplished by using the potential morphing method [3] .   

Using Equation (28) and writing the Hamiltonian as  

H ≡  
−ℏ2

2 m

d2

dx2 +
1

2
 m ω0

2x2                                                                                                     (30) 

with a simple transformation of coordinates ,x = a y , and putting
mo

2ω0
2a4

ℏ2  = 1 , we get the 

equation [3]  

 −
d2

dy2 +  y2 ψ = 2ψ                                                                                                          (31) 
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Hence HR =  −
d2

dy2 +  
1

2
y2  andvR =

1

2
y2 . 

Moreover , we get HS =  −
1

2

d2

dy2 +  y2  , VS =  y2 ;and where we put ω0
2 = ωp

2  . 

Equation (14) takes, then, the form  

vt y =  
δ

δb
y2 +  1 −  

δ

δb
 

1

2
y2                                                                                           (32) 

Also, we have  

i
∂ψ

∂t
= { −

d2

2 dy2 +  
δ

δb
y2 +  1 −  

δ

δb
 

1

2
y2   } ψ                                                                  (33) 

Now, for the simple harmonic oscillator   

ψ y =  e
−y2

2
 

                                                                                                                    (34) 

and if we use Runge–Kutta method of the fourth order [2] [3] , to solve the equation 

∂ψ

∂t
 = f  y , τ                                                                                                                        (35) 

 we get  

i   
ψ x+ Δ  x ,t  + ψ   x− Δ x  ,t  −2 ψ  ( x ,t)

2 (Δ x )2 − v  x  ψ  x , t   = f   x, ψ                                     (36) 

5 . Results  

To perform the calculations, the following quantities need to be calculated , i.e. 

k1 = f  ψn   ,   k2 = f  ψn +
1

2
Δ τ  , k1   , k3 = f  ψn +

1

2
Δ τ  , k2  , 

k4 = f  ψn + Δ τ  , k3  

To get the recurrence relation  

ψn+1 =  ψn +
1

6
Δ τ   k1 + 2k2 + 2k3 + k4                                                                  (37) 

Figure 3 shows our results for the case ofωp
2 =  ω0

2 [2] . 
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Figure 3 . The probability density ᴪ∗ᴪ versus y for ωp
2 = ω0

2 when ER = 0.5  and ES =

0.733 . 

Figure 4 , Figure 5  and Figure 6 give similar results as in Figure 3 forωp
2 = 0.1ω0

2  ,   ωp
2 =

0.5 ω0
2and     ωp

2 = 0.75 ω0
2  respectively . 

 
 

 

Figure 4 . The probability density ᴪ∗ᴪ versus y for ωp
2 = 0.1 ω0

2( ER = 0.5 , ES = 0.525)  
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Figure 5 . The probability density   ᴪ∗ᴪ   versus y for  ωp
2 = 0.5 ω0

2( ER = 0.5 , ES = 0.621)  

 

  

 

Figure 6 . The probability density   ᴪ∗ᴪ   Versus for  ωp
2 = 0.75 ω0

2( ER = 0.5 , ES = 0.678)  

Note that the calculations were carried out using the potential morphing method for the 

ground state of the simple harmonic oscillator and our calculations agreed very well with the 

previous work on the subject [2] [3]. 

6. Concluding Remarks 

The potential morphing method proved to be a very good method in solving Schrodinger 

equation numerically [2] [3]. In the present work our result were given for the ground state 

of the simple harmonic oscillator just for simplicity , but the method can be extended to 

include calculations for higher excited states for the simple harmonic oscillator ,as was 

shown earlier [3] ,and to include other examples .Moreover ,one can use perturbation theory 

to perform calculations on the same line [11] . 
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Recently, quite a good number of research articles were published on the numerical solution 

of Schrodinger equation. To mention a few, an article was written on the analytical and 

numerical solutions of the one–dimensional nonlinear Schrodinger equation where four 

numerical approaches ; the split–step Fourier transform ,Fourier pseudo spectral method, 

Crank – Nicolson ,and Hopscotch method , were presented in details for solving nonlinear 

Schrodinger equation in one dimension [4] .  

The behavior of numerical solutions for a nonlinear eigenvalue problem on ℝn  in conjunction 

with dispersion managed solutions where a finite difference scheme is implemented [5]. 

A family of numerical methods were constructed for the Pauli  equation of charged particles 

in a time–dependent, homogeneous magnetic field ;the methods were described in a general 

setting [6]. 

Another somewhat recent paper was written on numerical long–time energy conservation for 

the nonlinear Schrodinger equation; the paper investigated the long–time near–conservation 

of energy via the spit–step Fourier method applied to the cubic nonlinear SE on a torus [12]. 

From the fore–mentioned papers, we conclude that there is always a need for numerical 

schemes to get the solutions of SE once the analytic solutions are not attainable. 
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