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Abstract

In this paper we study the solvability of a class of fully-coupled forward-backward stochastic
partial differential equations (FBSPDEs). Lipschitz conditions are usually required for the
well-posedness of such FBSPDEs. We showed that the Lipschitz conditions can actually be
removed by the Yosida Approximation Scheme.
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1. Introduction

In this paper we consider the following general quasilinear forward-backward stochastic partial differential
equations (FBSPDE for short) of parabolic type:

u(t, x) = u0(x) +

∫ t

0

{
LF (s, x,X) + f(s, x, Y )

}
ds+

∫ t

0

〈σ(s, x, Y ), dW (s) 〉

v(t, x) = g(x,u(T, x)) +

∫ T

t

{
LB(s, x,X)− h(s, x, Y )

}
ds−

∫ T

t

〈Z(s), dW (s)〉,

t ∈ [0, T ], x ∈ G.

(1)

In the above, T > 0 is a finite time duration; G ⊆ Rd is a bounded domain; X , (u,v, Z); Y ,
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(u,v,∇u,∇v, Z); denoting R , R× R× Rn × Rn × Rd,
f, h : [0, T ]×G×R× Ω→ R,
σ : [0, T ]×G×R× Ω→ Rd,
g : G× R× Ω→ R,

are random fields satisfying appropriate measurability and regularity conditions; u0 ∈ L2
0(G); and{

LF (t, x,X)
4
= ∇ · (A∇u +B∇v + CZ);

LB(t, x,X)
4
= ∇ · (−Φ∇u + Ψ∇v + ΥZ),

(2)

where 

∇ϕ = (∂x1ϕ, ∂x2ϕ, · · · , ∂xnϕ)T , ∀ϕ ∈ C1(Rn;R),

∇ψ = (∇ψ1,∇ψ2, · · · ,∇ψk), ∀ψ ∈ C1(Rn;Rk),

∇ · ϕ =
∑n
i=1

∂ϕi

∂xi
, ∀ϕ ∈ C1(Rn;Rn),

∇ · ψ = (∇ · ψ1,∇ · ψ2 · · · ,∇ · ψk)T , ∀ψ ∈ C1(Rn;Rn×k),

D2 denotes the Hessian operator,

and 
A,Ψ : [0, T ]×G× Ω→ Sn,

B,Φ : [0, T ]×G× Ω→ Rn×n,
C,Υ : [0, T ]× Ω→ Rn×d,

are random fields (Sn is the set of all n × n-symmetric matrices) satisfying appropriate measurability
and regularity conditions. Let W (t) be a standard d-dimensional Brownian motion. We note that if A, B,
Φ, and Ψ are differentiable in x, then the divergence form of the operators LF and LB would be equivalent
to the standard form: {

L̃F (t, x,X)
4
= tr {AD2u +BD2v + CT∇Z};

L̃B(t, x,X)
4
= tr {−ΦD2u + ΨD2v + ΥT∇Z},

(3)

with some corresponding changes in the functions f and h. Our goal is to find a triplet of progressively
measurable random fields (u,v, Z) : [0, T ]×G× Ω→ R× R× Rd that satisfies (2) in a certain sense.

Linear backward stochastic differential equations (BSDEs) were introduced by Bismut [1, 2] in 1973. A
systematic study of BSDEs was initiated by Pardoux-Peng [22] and several other authors. Ma-Yong [20] have
studied linear degenerate BSDEs motivated by stochastic control theory. Later, Hu-Ma-Yong [11] considered
the semi-linear equations as well. BSPDEs were shown to arise naturally in stochastic versions of the Black-
Scholes formula by Ma-Yong [19]. There are also tremendous interest and developments of BSDEs in infinite
dimensional settings. The readers may refer to Confortola [5] and Hu-Peng [12] for details, and Chow [4],
Da Prato-Zabczyk [8, 9], Kallianpur-Xiong [13] for systematic review of infinite dimensional SDEs.

The FBSPDEs (1) are clearly a natural extension of the (strongly coupled) forward-backward stochastic
differential equations (FBSDEs), which has been studied extensively in the past two decades, due to its
frequent occurrence in many applied fields such as stochastic control theory and mathematical finance.
Many seemingly irrelevant problems eventually come down to the solvability of a certain type of strongly
coupled FBSDEs. Some typical examples include, but are not limited to: stochastic Maximum Principle
in stochastic control theory (which covers all utility optimization problems in finance/insurance. See, e.g.,
[14]); Principle-agent problem (or contract theory in general. See, e.g., [7]); or more directly, many hedging
problems involving large investors ([6], [3]), to mention just a few. But on the other hand, in light of the
nonlinear Feynman-Kac formula, or the Four Step Scheme (cf. [15]), it is not hard to imagine that the
solution of a backward SPDE (or a decoupled form of (1)) could be a crucial device for solving an FBSDE
with random coefficients (cf. e.g., [19, 20]). In fact, in [18], it has been shown that the solvability of a
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large class of non-Markovian FBSDEs is almost equivalent to the solvability of the corresponding backward
stochastic partial differential equations (BSPDEs). Furthermore, in [24], under Lipschitz conditions, the
solvability of general strongly coupled FBSDEs with random coefficients has been studied using the method
of contraction mapping and the method of continuation.

To further relax the Lipschitz conditions and in light of Hu [10], we then turn to the Yosida Approximation
Scheme. By considering a slightly different set of non-degeneracy conditions and assuming monotonicity
conditions, we successfully removed the Lipschitz conditions. The rest of the paper is organized as follows.
We unify some of the notations and list some results from Yosida approximations in section 2. In section
3, we give a priori estimates and show the well-posedness of the FBSPDEs via the Yosida Approximation
Scheme.

2 Formulation of the Problem

Let G be an open bounded domain in Rn with smooth boundary conditions. For any k ∈ N, let ‖ · ‖L2 be
the norm of L2(G;Rk) and ‖ · ‖, ‖ · ‖H1 be norms of H1

0 (G;Rk). They are given as follows:

‖u‖L2 ,
(∫

G

|u|2dx
) 1

2

, ‖u‖ ,
(∫

G

|∇u|2dx
) 1

2

and ‖u‖H1 ,
√
‖u‖2L2 + ‖u‖2.

Note that the norm | · | inside the integral signs is the standard norm on Rk. Let H−1(G;Rk) be the dual
space of H1

0 (G;Rk), and the normal of H−1(G;Rk) be denoted as ‖·‖H−1 . Denote 〈·, ·〉L2 the inner product of
L2(G;Rk), 〈·, ·〉H1

0
the inner product of H1

0 (G;Rk) with respect to the norm ‖ · ‖, and 〈·, ·〉H−1,H1
0

the duality

pairing between H−1(G;Rk) and H1
0 (G;Rk). For any u ∈ L2(G;Rk), there exists an u′ ∈ H−1(G;Rk),

such that 〈u′,v〉H−1,H1
0
=〈u,v〉L2 for all v ∈ H1

0 (G;Rk). The mapping u → u′ is linear, injective, compact

and continuous, and we can identify u′ with u. In this sense, we identify (L2(G;Rk))−1 with L2(G;Rk).
Hence L2(G;Rk) is a dense subset of H−1(G;Rk) and we have evolution triple H1

0 (G;Rk) ⊂ L2(G;Rk) ⊂
H−1(G;Rk). Hence

‖u‖H−1 ≤ k1‖u‖L2 and ‖u‖L2 ≤ k2‖u‖ (1)

for all u ∈ H1
0 (G;Rk) and some constants k1 and k2. Because of this inequality, ‖·‖ and ‖·‖H1 are equivalent

norms of H1
0 (G;Rk). We now define some spaces which will be used in the paper. For any k, we denote

• by CL0 (G;Rk) the space CF ([0, T ];L2(Ω;L2
0(G;Rk)));

• by CHk

0 (G;Rk) the space CF ([0, T ];L2(Ω;Hk
0 (G;Rk)));

• by Hk0(G;Rk) the space L2
F (Ω;L2(0, T ;Hk

0 (G;Rk)));

• by L2
0(G;Rk) the space L2

F (Ω;L2(0, T ;L2
0(G;Rk)));

• by L∞(K;Rk) the space L∞F ([0, T ]× Ω×K;Rk), for any space K other than a Sobolev space.

For notational simplicity, we shall suppress Rk in above notations when k = 1.
Let us first introduce the system and make some necessary assumptions. We begin by introducing some

operators. We set

S(t, x, u, v, z) , ∇ · (A∇u+B∇v + Cz) + f(t, x, u, v,∇u,∇v, z);
T (t, x, u, v, z) , ∇ · (Φ∇u−Ψ∇v −Υz) + h(t, x, u, v,∇u,∇v, z);

g(x, u) , p(x)u+ q(x).

We consider the following FBSPDEs:
u(t, x) = S(t, x,X)dt+ 〈σ(t, x, Y ), dW (t)〉
v(t, x) = T (t, x,X)dt+ 〈Z(t), dW (t)〉
u(0, x) = u0(x), v(T, x) = g(x,u(T, x)),

(2)
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where the initial condition u0(x) is uniformly bounded. We assume the following assumption for Section 3.

(A.1) (non-degeneracy) Assume the following regularity: A, Ψ ∈ L∞F (0, T ;C1
b (Rn;Rn×n)), B, Φ ∈ L∞F (0, T ;C1

b (Rn;Sn)),
and C, Υ ∈ L2

F (0, T ;Rn×d). Suppose that there exist positive constants c0, c1, c2 and c3, such that(
B − CCT 0

0 Φ−ΥΥT

)
≥ c0I,

and (
AAT 0

0 ΨΨT

)
≤ c1I,

(
BBT 0

0 ΦΦT

)
≤ c2I,

(
CCT 0

0 ΥΥT

)
≤ c3I,

where I is an identity matrix with appropriate dimension. Suppose that p ∈ L∞F (Ω;L∞(G)) and q
∈ L2

F (Ω;L2
0(G)), and there exist positive constants c4 and c5, such that c4 ≤ p ≤ c5 and c4 ≤ p ≤ c5.

(A.2) (linear growth) Let y , (y1, y2, y3, y4, y5) and z , (z1, z2, z3, z4, z5). The functions f , h are in
L∞F (0, T ;Cb(G×R)), and σ is in L∞F (0, T ;Cb(G×R;Rd)), such that there exist positive constants l1,

|b(t, x,y)| ≤ |b(t, x,0)|+ l1|y|, b = f, h, σ,

for all t ∈ [0, T ], x ∈ G and y ∈ R.

(A.3) (monotonicity) There exist positive constants 1
2 < l2, such that(

f(t, x,y)− f(t, x, z)
)

(y2 − z2) +
(
h(t, x,y)− h(t, x, z)

)
(y1 − z1)

+〈σ(t, x,y)− σ(t, x, z), y5 − z5〉
≤ −l2(|y1 − z1|2 + |y2 − z2|2 + |y5 − z5|2),

for all t ∈ [0, T ], x ∈ G, y, z ∈ R.

(A.4) (compatibility) The constants satisfies the inequality c20 > c1.

Definition 2.1. A triple (u,v, Z) of adapted processes is said to be a solution of (2) if it satisfies (2) P-a.s.

and it is in the space
{
CL0 (G) ∩H1

0(G)
}2

× L2
0(G;Rd).

The following form of Itô formula can be found in [21] and [23]. We are going to use this version of Itô
formula throughout this paper.

Lemma 2.2. Suppose that u ∈ L2
F (Ω;L2(0, T ;H1

0 (Rn))), α ∈ L2
F (Ω;L2(0, T ;H−1(Rn))) and β ∈ L2

F (Ω;L2(0, T ;L2(Rn :
Rd))), such that du = αds+ 〈β, dW 〉, s ∈ [0, T ]. Then for s ∈ [0, T ] it holds that

‖u(t)‖2L2 − ‖u(0)‖2L2

=

∫ t

0

{
2〈α, u〉H−1,H1 + ‖β‖2L2

}
ds+ 2

∫ t

0

∫
Rn

〈uβdx, dW (s)〉. (3)

Now let us recall some well-known results on Yosida-approximations of monotone and continuous func-
tions. The proof of these results can be found in [16] and [17]. These results are key to the existence of an
adapted solution to system (2).

Lemma 2.3. Let F : Rn → Rn be a continuous function satisfying

〈F (x1)− F (x2), x1 − x2〉 ≤ 0, ∀ x1, x2 ∈ Rn,

where 〈, 〉 denotes the usual inner product in Rn. Then
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(i) for any α > 0 and any y ∈ Rn, there exists a unique x = Jα(y), such that x− αF (x) = y,

(ii) for any x ∈ Rn, limα→0 J
α(x) = x.

We then define the Yosida approximations as follows.

Definition 2.4. Let F : Rn → Rn be a continuous function. The Yosida approximations Fα, α > 0, of F ,
is defined to be

Fα(x) =
1

α
(Jα(x)− x), ∀ x ∈ Rn.

Lemma 2.5. Let F be continuous, and suppose there exists a constant c > 0, such that 〈F (x1)−F (x2), x1−
x2〉 ≤ −c|x1 − x2|2. Then

(i) 〈Fα(x1)− Fα(x2), x1 − x2〉 ≤ −c|x1 − x2|2, ∀ x1, x2 ∈ Rn,

(ii) |Fα(x1)− Fα(x2)| ≤ ( 2
α + c)|x1 − x2|, ∀ x1, x2 ∈ Rn,

(iii) |Fα(x)| ≤ |F (x)|+ 2c|x|, ∀ x ∈ Rn,

(iv) For any α > 0, β > 0, and x1, x2 ∈ Rn, we have

〈Fα(x1)− F β(x2), x1 − x2〉 ≤ (α+ β)(|F (x1)|+ |F (x2)|+ c|x1|+ c|x2|)2 − c|x1 − x2|2,

(v) For any {xα}α>0 ⊂ Rn, x ∈ Rn, if limα→0 x
α = x, then limα→0 F

α(xα) = F (x).

3 Main Result

When the Lipschitz condition is satisfied by the coefficients, the existence and uniqueness of a solution to
(2) has been shown. The following result can be found in [24].

Theorem 3.1. Let y , (y1, y2, y3, y4, y5) and z , (z1, z2, z3, z4, z5). Suppose there exists a positive constant
C, such that

|f(t, x,y)− f(t, x, z)|2 + |h(t, x,y)− h(t, x, z)|2 + |σ(t, x,y)− σ(t, x, z)|2 ≤ C|y − z|2,

for all t ∈ [0, T ], x ∈ G, y, z ∈ R. Then under the assumptions (A.1), (A.3) and (A.4), the system (2)

admits a unique adapted solution in the space
{
CL0 (G) ∩H1

0(G)
}2

× L2
0(G;Rd).

Note that X = (u,v, Z) and Y = (u,v,∇u,∇v, Z). We denote Xα = (uα,vα, Zα) and Y α =
(uα,vα,∇uα,∇vα, Zα). For simplicity, sometimes we suppress variables (t, x). To utilize Yosida Approxi-
mation scheme, we consider the following FBSPDEs for any α > 0.{

uα(t, x) = u0(x) +
∫ t
0
Sα(s, x,Xα)ds+

∫ t
0
〈σα(s, x, Y α), dW (s)〉

vα(t, x) = g(x,uα(T, x))−
∫ T
t
Tα(s, x,Xα)ds−

∫ T
t
〈Zα(s), dW (s)〉.

(1)

Here

Sα(t, x, u, v, z) , ∇ · (A∇u+B∇v + Cz) + fα(t, x, u, v,∇u,∇v, z);
Tα(t, x, u, v, z) , ∇ · (Φ∇u−Ψ∇v −Υz) + hα(t, x, u, v,∇u,∇v, z);

and fα, hα and σα are Yosida approximations of f , h and σ. We will also use the following notations for
the rest of the paper:

• ‖X‖2L2 , ‖u‖2L2 + ‖v‖2L2 + ‖Z‖2L2 .
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• ‖X‖2H1 , ‖u‖2H1 + ‖v‖2H1 + ‖Z‖2L2 .

• ‖Xα‖2H1 , ‖uα‖2H1 + ‖vα‖2H1 + ‖Zα‖2L2 for any α > 0.

• ‖X̂α,β‖2H1 , ‖uα − uβ‖2H1 + ‖vα − vβ‖2H1 + ‖Zα − Zβ‖2L2 for any α > 0, β > 0.

One can easily check that the coefficients in system (1) satisfy the assumptions in Theorem 3.1. Hence

there exists a unique adapted solution (uα,vα, Zα) in
{
CL0 (G) ∩H1

0(G)
}2

× L2
0(G;Rd), and

sup
t∈[0,T ]

E‖uα‖2L2 + sup
t∈[0,T ]

E‖vα‖2L2 + E

∫ T

0

‖Zα‖L2ds <∞. (2)

Proposition 3.2. Under the standing assumptions of this section, and let (uα,vα, Zα) be an adapted solution
to system (1). Then for some positive constant k, we have the following uniform a priori estimate

E‖uα(T, x)‖2L2 + E

∫ T

0

‖Xα
s ‖2H1ds

≤k
(
E

∫ T

0

{
‖Sα(s, x, 0)‖2L2 + ‖Tα(s, x, 0)‖2L2 + ‖σα(s, x, 0)‖2L2

}
ds+ E‖u0(x)‖2L2 + 1

)
.

Proof. Applying Itô formula to 〈uα,vα〉L2 , we get

E〈uα(T, x), g(x,uα(T, x))〉L2 − E〈u0(x),vα(0, x)〉L2

=E

∫ T

0

{
〈Sα(s, x,Xα),vα〉H−1,H1 + 〈Tα(s, x,Xα),uα〉H−1,H1 + 〈σα(s, x, Y α), Zα〉L2

}
ds

The above equation is equivalent to

E〈uα(T, x), g(x,uα(T, x))〉L2 − E〈u0(x),vα(0, x)〉L2

=E

∫ T

0

{
〈Sα(s, x,Xα)− Sα(s, x, 0),vα〉H−1,H1 + 〈Tα(s, x,Xα)− Tα(s, x, 0),uα〉H−1,H1

+ 〈σα(s, x, Y α)− σα(s, x, 0), Zα〉L2

}
ds

+ E

∫ T

0

{
〈Sα(s, x, 0),vα〉H−1,H1 + 〈Tα(s, x, 0),uα〉H−1,H1 + 〈σα(s, x, 0), Zα〉L2

}
ds

Notice the structure of g, and by Lemma 2.5 (i), one can show that for some constants k1 > 0 and ε > 0,{
(k1 +

1

4ε
)E‖uα(T, x)‖2L2 + ε

}
+ (c− ε)E

∫ T

0

‖Xα
s ‖2H1ds

≤ 1

4ε
E

∫ T

0

{
‖Sα(s, x, 0)‖2L2 + ‖Tα(s, x, 0)‖2L2 + ‖σα(s, x, 0)‖2L2

}
ds+ E〈u0(x),vα(0, x)〉L2

Here ε comes from the inequality ab ≤ a2

4ε + εb and can be choosing according to our propose.
On the other hand, by Lemma 2.5 (iii) and the linear growth assumption, one can easily deduce that

there exists a constant k2 > 0, such that

E‖vα(0, x)‖2L2 ≤ k2
{
E‖vα(T, x)‖2L2 + E

∫ T

0

‖T (s, x, 0)‖2L2ds+ E

∫ T

0

‖Xα
s ‖2H1ds+ 1

}
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Combining the above two inequalities and by choosing an appropriate ε, it is clear that for some constant
k3 > 0

E‖uα(T, x)‖2L2 + E

∫ T

0

‖Xα
s ‖2H1ds

≤k3
(
E

∫ T

0

{
‖Sα(s, x, 0)‖2L2 + ‖Tα(s, x, 0)‖2L2 + ‖σα(s, x, 0)‖2L2

}
ds+ E‖u0(x)‖2L2 + 1

)
.

Now we are ready to present the main result of this paper.

Theorem 3.3. Under the assumptions (A.1)-(A.4), the system (2) admits a unique adapted solution in the

space
{
CL0 (G) ∩H1

0(G)
}2

× L2
0(G;Rd).

Proof. Let us first prove the existence. For any α > 0 and β > 0, applying Itô formula to 〈vα−vβ ,uα−uβ〉L2 ,
we get

E〈uα(T, x)− uβ(T, x), g(x,uα(T, x))− g(x,uβ(T, x))〉L2

=E

∫ T

0

{
〈Sα(s, x,Xα)− Sβ(s, x,Xβ),vα − vβ〉H−1,H1

+ 〈Tα(s, x,Xα)− T β(s, x,Xβ),uα − uβ〉H−1,H1

+ 〈σα(s, x, Y α)− σβ(s, x, Y β), Zα − Zβ〉L2

}
ds.

By Lemma 2.5 (iv) and the standing assumptions of this paper, it is easy to show that there exists a constant
k1 > 0, such that

E‖uα(T, x)− uβ(T, x)‖2L2 + k1E

∫ T

0

‖X̂α,β
s ‖2H1ds

≤(α+ β)E

∫ T

0

{
‖S(s, x,Xα)‖2L2 + ‖S(s, x,Xβ)‖2L2 + ‖T (s, x,Xα)‖2L2 + ‖T (s, x,Xβ)‖2L2

+ ‖σ(s, x,Xα)‖2L2 + ‖σ(s, x,Xβ)‖2L2 + k1‖Xα‖2H1 + k1‖Xβ‖2H1

}
ds.

By Proposition 3.2, we deduce that there exists a constant k2 > 0, such that

E‖uα(T, x)− uβ(T, x)‖2L2 + E

∫ T

0

‖X̂α,β
s ‖2H1ds ≤ k2(α+ β).

Hence we know the {Xα, α > 0} is a Cauchy sequence in L2
0(G;Rd)3and let X = (u,v, Z) be the limit.

Again by the standing assumptions and applying Lemma 2.5 (iii), we see that there exists a constant k3 > 0,

|Sα(s, x,Xα)| ≤ |S(s, x,Xα)|+ 2c|Xα| ≤ |S(s, x, 0)|+ k3|Xα|.

Similar results apply to Tα and σα. Thus there exists a constant k4 > 0, such that

E

∫ T

0

{
‖Sα(s, x,Xα)‖2L2 + ‖Tα(s, x,Xα)‖2L2 + ‖σα(s, x,Xα)‖2L2

}
ds ≤ k4.

This lets to the weak limits of Tα(s, x,Xα), Sα(s, x,Xα) and σα(s, x,Xα) in L2
0(G;Rd). Let the correspond-

ing limits be S, T and Σ. Consequently, taking the limit of system (1), we get{
u(t, x) = u0(x) +

∫ t
0
S(s)ds+

∫ t
0
〈Σ(s), dW (s)〉

v(t, x) = g(x,u(T, x))−
∫ T
t
T (s)ds−

∫ T
t
〈Z(s), dW (s)〉.

(3)
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Let X ∈
{
H1

0(G)
}2 × L2

0(G;Rd). Then by Lemma 2.5 (i),

E

∫ T

0

〈Sα(s, x,Xα)− S(s, x,X ), Xα −X〉H−1,H1ds

=E

∫ T

0

〈
(
Sα(s, x,Xα)− Sα(s, x,X )) + (Sα(s, x,X )− S(s, x,X )

)
, Xα −X〉H−1,H1ds

≤− cE
∫ T

0

‖Xα −X‖2H1ds+ E

∫ T

0

〈Sα(s, x,X )− S(s, x,X ), Xα −X〉H−1,H1ds.

Thus

E

∫ T

0

〈S − S(s, x,X ), X −X〉H−1,H1ds

= lim
α→0

E

∫ T

0

〈Sα(s, x,Xα)− S(s, x,X ), Xα −X〉H−1,H1ds ≤ −cE
∫ T

0

‖X −X‖2H1ds.

Letting X to be X − ε(S(s)− S(s, x,X)) in the above inequality for some ε > 0, and we get

E

∫ T

0

‖S − S(s, x,X)‖2H1ds = 0

when letting ε go to 0. Hence S = S(s, x,X), P-a.s. for every s ≥ 0. Similarly, one can show that
T = T (s, x,X) and Σ = σ(s, x,X), P-a.s. for every s ≥ 0. Plugging these into system (3), we have
completed the existence of a solution to system (2). The regularity of the solution can be obtained by

applying the Itô formula to ‖u‖2L2 and ‖v‖2L2 , respectively and the fact that (u,v) is in
{
H1

0(G)
}2

.

Let us now turn to the uniqueness. Suppose (u,v, Z) and (u′,v′, Z ′) are two solutions. Let û = u− u′,
v̂ = v − v′, and Ẑ = Z − Z ′. Applying the Itô formula to 〈û, v̂〉L2 we get

E〈û(T, x), v̂(T, x)〉L2

=E

∫ T

0

{
〈S(X)− S(X ′), v̂〉H−1,H1 + 〈T (X)− T (X ′), û〉H−1,H1 + 〈σ(Y )− σ(Y ′), Ẑ〉L2

}
ds

=E

∫ T

0

{
〈∇ · (A∇û +B∇v̂ + CẐ)−Bv̂, v̂〉H−1,H1

+ 〈∇ · (Φ∇û−Ψ∇v̂ −ΥẐ)− Φû, û〉H−1,H1

}
ds

+ E

∫ T

0

{
〈f(u,∇u,v,∇v, Z)− f(u′,∇u′,v′,∇v′, Z ′), v̂〉H−1,H1

}
ds

+ E

∫ T

0

{
〈h(u,∇u,v,∇v, Z)− h(u′,∇u′,v′,∇v′, Z ′), û〉H−1,H1

}
ds

+ E

∫ T

0

{
〈σ(u,∇u,v,∇v, Z)− σ(u′,∇u′,v′,∇v′, Z ′), Ẑ〉L2

}
ds

≤(−c0 +
√
c1)E

∫ T

0

{
‖û‖2H1 + ‖v̂‖2H1

}
ds+

1

2
E

∫ T

0

‖Ẑ‖2L2ds

− l2E
∫ T

0

{
‖û‖2L2 + ‖v̂‖2L2 + ‖Ẑ‖2L2

}
ds

≤− (c0 −
√
c1)E

∫ T

0

{
‖û‖2H1 + ‖v̂‖2H1

}
ds− (l2 −

1

2
)E

∫ T

0

‖Ẑ‖2L2ds.
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On the other hand, one has

E〈û(T, x), v̂(T, x)〉L2 = E〈û(T, x), pû(T, x)〉L2 ≥ c4E‖û(T )‖2L2 .

Therefore

c4E‖û(T )‖2L2 ≤ −(c0 −
√
c1)E

∫ T

0

{
‖û‖2 + ‖v̂‖2

}
ds− (l2 −

1

2
)E

∫ T

0

‖Ẑ‖2L2ds.

Hence we have proved that (u,v, Z) = (u′,v′, Z ′), P-a.s., for every t ≥ 0 and x ∈ Rn.
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