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Abstract 

This paper we studied the stabilization of discrete nonlinear systems, a sufficient and necessary condition for a 
quadratic function to be a control Lyapunov function is given. And a continuous state feedback law is 
constructed.  

 

1 Introduction 

 The most powerful tool is the approach of control Lyapunov function which has been employed to address 

various issues to nonlinear control systems, and the stabilization problem of nonlinear control systems has 

attracted much attention . As we know, Artstein given an important theorem [1] which proved that the control 

system exists a control Lyapunov function if and only if there is a stabilizing relaxed feedback. Of course the 

existence of a smooth Lyapunov function fails for a nonlinear system in general. The key result used in most of 

the feedback stabilizers is a well known theorem due to Sontag[2] and Brockett [3]. 

 The stabilization of discrete systems is studied by means of this paper. Cai Xiushan[4] ,Tang Fengjun [5] also 

studied the same systems , but the control Lyapunov function and control law which they given are not easy to 

get, we will give another way to get continuous control law. 

2  Main result 

 This paper is concerned with stabilization problem for standard discrete nonlinear control system of the form  

 ),()(=1 kkkk xguxfx   (2.1) 

 where f  and g  are continuous on 
nR  and 0=(0)f . We say that the system (2.1) is globally 

asymptotically stable at the origin, if there exists a map )(xux  such that the resulting system  

 ),()()(=1 kkk xgkuxfx   (2.2) 

 is globally asymptotically stable at 
nR0 . 

Definition 1 A smooth, proper and positive definite function RRV n :  is said to be a control Lyapunov 

function for the discrete nonlinear system (2.1) if and only if  

 0,<))((=),((inf 1 kkkk
R

k
u

xVxVuxV  


 (2.3) 

 for 0\nRx .  
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 In the following, we will assume that )(xV  is a quadratic control Lyapunov function, that is to say 

there exists a positive definite matrix P  such that PxxxV T=)( . 

Theorem 1 )(xV  is a quadratic control Lyapunov function for the discrete time system (2.1), if and only if 

PxxPff TT < , 0x  and PgPfgfPxPgxgPgf TTTTT >)( 2  , .1x  

Proof (Necessity) For any ,),( RRux n   let  

 ,2=)( 2 PxxPfFPgufPgguuh TTTT

x   (2.4) 

 and 0}=)(|{0}\{=0 xgRx n , 0}.)(|{0}\{=1  xgRx n
 

 It is easy for us to get: for a given control law ku , the difference ).(= uhV x  If 0kx , the 

difference does not depend on ku , so the function V  is a control Lyapunov function for the system (2.1). 

 If ,1kx  0>)()( k

T

k xPgxg , there exists Ruk   such that 0<)( k
k

x uh , thus 

PgPfgfPxPgxgPgf TTTTT >)( 2  . 

 (Sufficiency) If k

T

kk

T

k PxxxPfxf <)()( , 0 kx , then 0<)( k
k

x uh  for any .Ruk   Since 

)()()()(>)()())()(( 2

k

T

kk

T

kk

T

kk

T

kk

T

k xPgxgxPfxfPxxxPgxgxPgxf  , 1 kx , and then there 

exists 
)()(

)()(
=

kk

kk

T

k
xPgxg

xPgxf
u   such that 0.<)( k

k
x uh  So PxxxV T=)(  is a quadratic control Lyapunov 

function for the system (2.1). The proof  is end. 

Proposition 1 If )(xV  is a quadratic control Lyapunov function for the discrete nonlinear system (2.1), then 

the control 
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 (2.5) 

 globally asymptotically stabilizes the equilibrium 0=x  of the system (2.1) 

Proposition 2 Suppose 0)( xg  for any 
nRx0 . )(xV  is a control Lyapunov function for the 

nonlinear system (2.1), then the control law (2.5) is smooth and globally asymptotically stabilizes the 

equilibrium 0=x  of the system (2.1). 

  If 0 , the control law (2.5) maybe discontinuous. We can modify the control law u  that make it be 

continuous. 

Proposition 3 Let  

,
)()(

)()()()()()())()(()()(
=)(

2

1
xPgxg

PxxxPgxgxPfxfxPgxgxPgxFxPgxf
xu

T

TTTTTT 
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then  

 .=)(lim;=)(lim 2

0

1

0




xuxu
xx

 

 Proposition 4 Let RRF n : ,  

 








.),,(

,)),(),((
=)(

0

121

x

xxuxu
xF  

then ))(,( xFx  is a convex open set, and there exists continuous function )()( xFxu   such that: 

0.<))((0,=(0) xuhu x  

Theorem 2 If there exists a quadratic control Lyapunov function for the discrete time system (2.1), there exist 

infinite continuous stabilizing feedback RRk n : , and 0=(0)k . 

Next, we will use two methods to prove there exist continuous stabilizing feedback law. 

Proof (1) Let B  0= , obviously   is a convex open set, so for any x , there exist  x  , 

00 x  and 1<<0   such that .)(1= 0xxx     

 Let 


x
xuxu

xu ,
2

)()(
=)( 21 , 

.,,)(1=),(=)( 000  xxxxxxux    Then )(),( xxu   are all continuous 

function, let  
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,),(
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



xx

xxu
xk  (2.6) 

 thus )(xk  is a continuous stabilizing feedback law. 

(2)  Take two continuous functions  
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=)(
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t  (2.7) 

 for any 1,>c  and  

 













1.1,
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0,0,
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 Then, for 1x , we let  

 1)).)((1)(1)((1))((1))((=)( 2211  xuxuxuxux   (2.9) 

 )),()((=)( 12 xuxux   (2.10) 

 .
2

)()(
=)( 21 xuxu

xu


 (2.11) 

 Using the same way of [4], we can prove 
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 (2.12) 

 is a continuous stabilizing feedback law. 

3  Example 

Consider a discrete nonlinear system  

 ,)(= 2

1 kkkk ubxaxx   (3.1) 

 where 0.>1,<<0 ba  Let ,=)( 2xxV  then we can get  

 ,)(2)(=)( 242222 xxaubxaxubxuH x   

 ,
)(||

=
2

1,2
bx

bxsgnxax
u




 (3.2) 

 By the Theorem 2, the control law  
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 is continuous and globally asymptotically stabilizes the equilibrium 0=x  of the system (3.1). 
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