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#### Abstract

A unit step equation is proposed that when differentiated by elementary calculus yields the impulse function and when the resulting impulse function equation is integrated by elementary calculus yields the proposed unit step equation. Using these two equations, a two stage methodology is presented for the simplification of the solution of problems involving the impulse function.
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## 1. Introduction

There are a great number of publications referring to a vast diversity of mathematical representations of the impulse function, or Dirac delta function, each suited for a different application, Refs.[1 to 7] to mention only a few recent ones. Most of them are highly developed and rather complex. In this paper a simple delta representation is proposed suitable for most, if not all, engineering applications.

## 2. Motivation

## Nomenclature:

$\mathrm{H}(\mathrm{t})=$ Heaviside (riserless) unit step
$\mathrm{R}(\mathrm{t})=$ unit step with a riser
t $=$ time
$\delta(\mathrm{t})=$ impulse function, otherwise known as the Dirac delta
$\epsilon=$ a very short time

## The Heaviside Unit Step

The Heaviside unit step is very often defined thus:

$$
H(0)\left\{\begin{array}{rl}
=0 & t<0  \tag{1}\\
\text { Undefined } & t=0 \\
=1 & t>0
\end{array}\right.
$$

According to elementary calculus, the derivative of a function at a given point is the value of its slope at that point, thus the derivative of the Heaviside unit step(1) should be:
$\frac{d H(0)}{d t}\left\{\begin{array}{rr}=0 & t<0 \\ \text { Undefined } & t=0 \\ =0 & t>0\end{array}\right.$


Fig 1: (a) Piecewise plot of the Heaviside unit step function. Notice that there is no riser (vertical line) at the "jump", it is empty. (b) Elementary calculus derivative of the Heaviside unit step function obtained by applying the derivative function of Mathematica to the piecewise function $\mathbf{H}(0)$. See Appendix A.

This is confirmed by applying the derivative operator of Mathematica to the piecewise function (1), Fig. 1(a). However, the vast majority of textbooks, of pure and applied mathematics, physics and even of engineering consider the derivative of the Heaviside unit step (1) to be:
$\frac{d H(0)}{d t}\left\{\begin{array}{ll}=0 & t<0 \\ =\infty & t=0 \\ =0 & t>0\end{array}\right\}=\delta(0)$
How can there be a slope and a derivative at the jump point, $t=0$, of the step function (1) where the function is not defined? The answer to this question is that $\delta$ (the Dirac delta or the impulse function) is not a function, it is a distribution and it does have a distributional derivative. But engineers and many other users of the delta, interested in its applications, are not acquainted with the Theory of Distributions [8, 9].

Furthermore, the textbooks obtain solutions of problems, represented by a differential equation involving the impulse function, using the principles of calculus to handle the equation and using the theory of distributions to represent the impulse function in spite of the disagreement between relations (2) and (3). This is disconcerting for the author and he imagines that it must be disconcerting for many others. A remedy was proposed for this situation in Refs.[10-12]: fill the jump of the unit step with a vertical line segment, i.e., a riser. But verticality required two parametric equations to represent the unit step.

In this paper non-parametric piecewise equations are presented of both the unit step and the impulse function such that an elementary calculus (non-distributional)differentiation of the unit step equation yields the impulse function equation and an elementary calculus integration of the impulse function equation yields the unit step equation. These equations areas close to the exact representations as the user chooses them to be. Furthermore, in this case only one equation is required to represent each of these relations.

Referring to problems that involve the impulse function, in this paper, instead of the usual single governing equation, two equations are proposed: the first equation to represent the process that takes place during the impulse instant and the second to represent the process that takes place during post-impulse time. Each of these two equations is easier to solve than the usual single equation. Unlike the conventional solution, the solution of the proposed equations comply with the real initial condition.

## 3. Proposed representations of the unit step and the Dirac delta

## Unit step with a riser

The proposed unit step with a riser is shown in Fig. 2, it is made up of three line segments:
$R(0)\left\{\begin{array}{cc}=0 & t \leq 0 \\ =\frac{t}{\epsilon} & 0 \leq t \leq \epsilon \\ =1 & t \geq \epsilon\end{array}\right.$


Fig 2: Plot of the proposed unit step equation, with a riser with a very high value of $\epsilon$ to illustrate the concept of the representation.


Fig 3: (a) Unit step with a riser, $\mathbf{R}(0)$. (b) Applying the Mathematica differentiation operator to $\mathbf{R}(0)$ yields the rectangular approximation of the Dirac delta, $\delta(0)$. (c) Applying the Mathematica integration operator to $\delta(0)$ yields $R(0)$. See Appendix B.

The piecewise function (4) is an approximation but it is as close to the exact function as it is desired to make it by simply choosing an $\epsilon$ as small as required for the particular application. Fig. 2 was plotted using $\epsilon=0.34$ which is a very high value of $\epsilon$ in order to make clear the idea behind this representation. Figs. 3a, 3b and 3c were plotted with $\epsilon=0.00001$ which is a more likely value to be used in the solution of a meaningful problem.

The derivative of function (4) is simply:

$$
\frac{d R(0)}{d t}\left\{\begin{array}{cc}
=0 & t<0  \tag{5}\\
=\frac{1}{\epsilon} & 0 \leq t<\epsilon \\
=0 & t \geq \epsilon
\end{array}\right\} \approx \delta(0)
$$

The piecewise function (5) is what is known as the rectangular approximation of the Dirac delta and, just as in the case of function (4), it is as good an approximation as $\epsilon$ is small. This is satisfactory for most engineering applications.

## 4. Adequacy of the representation

## Compliance with the definition

## Values

The proposed function (5) has the appropiate values, as far as engineering applications are concerned:

## Area

The area under the proposed function is

$$
\begin{gather*}
A=\int_{-\infty}^{+\infty} \delta(0) d t \\
A=\int_{-\infty}^{0}(0) d t+\int_{0}^{\epsilon} \frac{1}{\epsilon} d t+\int_{\epsilon}^{+\infty}(0) d t \\
A=0+\frac{1}{\epsilon}[t]_{0}^{\epsilon}+0 \tag{6}
\end{gather*}
$$

$\therefore \quad A=1$

It is clear that the proposed function has the same area as the Dirac delta.

## Fundamental or sifting property

$f(t)=$ a continous function of $t$

$$
P=\int_{-\infty}^{+\infty} \delta(0) f(t) d t
$$

or in accordance with Eq. (5):

$$
\begin{gathered}
P=\int_{-\infty}^{0}(0) f(t) d t+\int_{0}^{\epsilon} \frac{1}{\epsilon} f(t) d t+\int_{\epsilon}^{+\infty}(0) f(t) d t \\
P=0+\frac{1}{\epsilon} \int_{0}^{\epsilon} f(t) d t+0
\end{gathered}
$$

For a small enough $\epsilon$ :
$\frac{1}{\epsilon} \int_{0}^{\epsilon} f(t) d t=\frac{1}{\epsilon} \int_{0}^{\epsilon} f(0) d t=\frac{1}{\epsilon} f(0) \int_{0}^{\epsilon} d t=\frac{1}{\epsilon} f(0) \epsilon=f(0)$
$\therefore \quad P=f(0)$
$\therefore \int_{-\infty}^{+\infty} \delta(0) f(t) d t=f(0)$
This last equation is the fundamental property, so it has been proven that the proposed function complies with it.

## 5. Examples

Example 1. Heat transfer problem. Linear system with 2 independent variables.
Consider a one dimensional rod subject to an impulsive heat source with initial temperature of $0^{\circ} \mathrm{C}$ along its full length and with the ends kept at $0^{\circ} \mathrm{C}$ throughout the whole process. Determine the temperature $T$ as a function of the time $t$ and the position along the length of the $\operatorname{rod} x$

## Nomenclature

c $=$ specific heat

L = length of rod
$\mathrm{q}=$ heat energy
$Q=q / V$
$\mathrm{m}=$ mass
$\mathrm{t}=\mathrm{time}$
$\mathrm{T}(\mathrm{x}, \mathrm{t})=$ temperature
$\mathrm{V}=$ volume
$\mathrm{x}=$ position along the rod
$\rho=\mathrm{m} / \mathrm{V}$
The governing equation is:
$c \rho \frac{\partial T}{\partial t}-k \frac{\partial^{2} T}{\partial x^{2}}=Q \delta(0)$.
(Here $Q$ has units of energy/volume)
Subject to the boundary conditions:
$T(0, t)=0$
$T(L, t)=0$
and to the initial condition:
$T(x, 0)=0$.

## Solution

Unlike the conventional solution, two separate periods will be considered: the impulse instant and the post-impulse time.
$c \rho \frac{\partial T}{\partial t}-k \frac{\partial^{2} T}{\partial x^{2}}=Q \delta(0)$

## Impulse instant

During the impulse instant, $0 \leq t \leq \epsilon$, due to the sudden application of heat there is an immediate increase in temperature so both $Q \delta(0)$ and $c \rho \frac{\partial T}{\partial t}$ are most significant. Since this process takes place during the very short time $\epsilon$ (ideally zero time) there is no time for conduction, represented by $k \frac{\partial^{2} T}{\partial x^{2}}$, to take place. Thus it is clear that, during the impulse instant, $k \frac{\partial^{2} T}{\partial x^{2}}$ is negligible so that the governing equation for this period is:
$c \rho \frac{d T}{d t}=Q \delta(0)$
Substituting Eq. (5):

$$
c \rho \frac{d T}{d t}=Q \frac{d R(0)}{d t}
$$

which reduces to:

$$
\begin{equation*}
c \rho d T=Q d R \tag{13}
\end{equation*}
$$

Integrating:

$$
c \rho T=Q R+C .
$$

Substituting the value of R for the impulse instant given in Eq.(4):

$$
\begin{align*}
& c \rho T=Q \frac{t}{\epsilon}+C \\
& \text { at } t=0 \quad T=0 \quad \therefore C=0 \\
& T=\frac{Q}{c \rho} \frac{t}{\epsilon} \tag{14}
\end{align*}
$$

Eq. (14) represents the process that takes place during the impulse instant.
At the end of the impulse instant $t=\epsilon$, substituting this value in Eq.(14) yields:

$$
\begin{equation*}
T(x, \epsilon)=\frac{Q}{c \rho} \tag{15}
\end{equation*}
$$

## Post-impulse

At post-impulse time, $t \geq \epsilon$, according to Eq. (5) $\delta(t, 0)=0$ and the problem to be solved now is the homogeneous equation:
$c \rho \frac{\partial T}{\partial t}-k \frac{\partial^{2} T}{\partial x^{2}}=0$
subject to the boundary conditions:
$T(0, t)=0$
$T(L, t)=0$
and to the initial time condition (the same as the final time of the impulse instant):
$T(x, \epsilon)=\frac{Q}{\rho c}$
Eq.(16) is separable and the problem made up of Eqs. (16)-(18) has the well known solution (see, for instance, Ref. [13]):
$T_{p}=\frac{Q}{\rho c} \sum_{n=1}^{\infty} \frac{2(1-\cos n \pi)}{n \pi} e^{\frac{n^{2} \pi^{2} k}{L^{2} \rho c} t} \sin \left(\frac{n \pi}{L} x\right)$
therefore, the complete solution in dimensionless form is:

$$
\left(\frac{\rho c}{Q} T\right)=\left\{\begin{array}{rlrl} 
& =0 & t<0  \tag{20}\\
& =\frac{t}{\epsilon} & 0 \leq t<\epsilon \\
=\sum_{n=1}^{\infty} \frac{2(1-\cos n \pi)}{n \pi} e^{n^{2} \pi^{2}\left(\frac{k}{\rho c L^{2}} t\right)} & \sin \left[n \pi\left(\frac{x}{L}\right)\right] \epsilon \leq t
\end{array}\right.
$$

The dimensionless variables are the ones enclosed in the round and tall parenthesis.
Figure 4 is a plot of the conventional solution, equation (19). Figure 5 is a plot of equations (20).


Fig 4: Plot of the conventional solution, equation (19). Notice that the initial temperature seems to be: $\frac{\rho c}{Q} T(x, 0)=1$, while the specified condition is $\frac{\rho c}{Q} T(x, 0)=0$. The oscillations of the pseudo initial temperature along the full length of the rod are spurious, they are due to the Gibbs phenomenon.


Fig 5: Plot of equations (20) using a value of $\epsilon=\mathbf{0 . 0 0 0 0 0 0 0 0 0 0 0 1}$. The present solution clearly shows the initial condition to be zero, i.e., $\frac{\rho c}{Q} T(x, 0)=0$, strictly in accordance with the specified condition, Eq. (10), and, furthermore it shows the initial, instantaneous process of the change of temperature, i.e., $\Delta\left(\frac{\rho c}{Q} T\right)=1$.

Example 2. Mechanics problem. Nonlinear system.
The response of a pendulum subjected to an initial impulse of magnitude $I$ will be obtained in the form of the velocity, $v$, as a function of the height, $y$, of the oscillating mass, i.e., the phase-plane solution.

## Nomenclature

g = acceleration due to gravity
I = impulse magnitude
$\mathrm{L}=$ length of pendulum arm
$\mathrm{m}=$ mass of pendulum
$\mathrm{s}(\mathrm{t})=\theta \mathrm{L}$
$\mathrm{v}(\mathrm{t})=\mathrm{s} / \mathrm{t}=$ velocity of pendulum mass
$x(t)=$ horizontal position of pendulum mass
$y(t)=$ vertical position (height) of pendulum mass
$\theta(\mathrm{t})=$ angular position of pendulum mass
$\omega(\mathrm{t})=$ angular velocity of pendulum mass


Fig 6: Oscillating pendulum.
Referring to Fig.6, the governing equation is:

$$
\begin{equation*}
m L \frac{d^{2} \theta}{d t^{2}}+m g \sin \theta=I \delta(t, 0) \tag{21}
\end{equation*}
$$

and the initial conditions are:

$$
\begin{align*}
& \theta(0)=0  \tag{22}\\
& \omega(0)=0 \tag{23}
\end{align*}
$$

Or equivalently:

$$
\begin{align*}
& m \frac{d v}{d t}+m g \sin \theta=I \delta(t, 0)  \tag{24}\\
& s(0)=0  \tag{25}\\
& v(0)=0 \tag{26}
\end{align*}
$$

## Solution

## Impulse Instant, $\mathbf{0} \leq \boldsymbol{t} \leq \boldsymbol{\epsilon}$

During the impulse instant the excitation, $I \delta(t, 0)$, is, of course, very high and this induces an instantaneous sharp increase in $m \frac{d v}{d t}$. Furthermore, there is no time for any motion to take place, thus $m g \sin \theta$ may be neglected so that,
during the impulse instant, the governing equation is:

$$
\begin{equation*}
m \frac{d v}{d t}=I \delta(t, 0) \tag{27}
\end{equation*}
$$

and, of course, the initial conditions are given by Eqs. (25) and (26).
Substituting Eq. (5) into Eq.(27):

$$
\begin{equation*}
m \frac{d v}{d t}=I \frac{d R(t, 0)}{d t} \tag{28}
\end{equation*}
$$

or, equivalently:

$$
\begin{equation*}
m d v=I d R \tag{29}
\end{equation*}
$$

Integrating:
$m \int_{v(0)}^{v(t)} d v=I \int_{R(0)}^{R(t)} d R$
From Eqs.(26) and (4).: $\quad v(0)=0, \quad R(0)=0, R(t)=\frac{t}{\epsilon}$. Substituting these values into Eq. (30), integrating and solving for $v(t)$ :

$$
\begin{equation*}
v(t)=\frac{I}{m} \frac{t}{\epsilon} \tag{31}
\end{equation*}
$$

Eq. (31) represents the process that takes place during the impulse instant.
At the end of the impulse instant, $t=\epsilon$ and $v=v(\epsilon)$. Substituting these values into Eq. (31) yields the value of the velocity at that time:

$$
\begin{equation*}
v(\epsilon)=\frac{I}{m} \omega(\epsilon)=\frac{I}{m L} \tag{32}
\end{equation*}
$$

## Post Impulse, $\boldsymbol{t} \geq \boldsymbol{\epsilon}$

In accordance with Eqs. (5) and (25), in this period, the governing equation is:
$L \frac{d^{2} \theta}{d t^{2}}+g \sin \theta=0$
or equivalently:
$L \omega \frac{d \omega}{d \theta}+g \sin \theta=0$
$\int_{\omega(\epsilon)}^{\omega} \omega d \omega=-\frac{g}{L} \int_{0}^{\theta} \sin \theta d \theta$
integrating and solving for $\omega$ :
$\omega= \pm \sqrt{\frac{2 g}{L}(\cos \theta-1)+\omega(\epsilon)^{2}}$
or:
$v= \pm \sqrt{2 g L(\cos \theta-1)+v(\epsilon)^{2}}$
According to Fig. 6:
$y=L(1-\cos \theta)$

Substituting the first of Eqs.(32) and Eq.(38) into Eq.(37) yields:
$v= \pm \sqrt{\frac{I^{2}}{m^{2}}-2 g y}$
or in dimensionless form:
$\left(\frac{m}{I} v\right)= \pm \sqrt{1-2\left(\frac{m^{2} g}{I^{2}} y\right)}$
Using Eqs.(31) and (40) the following two dimentionless equations are obtained:
$\frac{m}{I} v \begin{cases}=\frac{y}{\epsilon} & 0 \leq y<\epsilon \\ =+\sqrt{1-2 \frac{m^{2} g}{I^{2}} y} & y \geq \epsilon\end{cases}$
$\frac{m}{I} v=-\sqrt{1-2 \frac{m^{2} g}{I^{2}} y} \quad y \geq \epsilon$
The plot of Fig. 7 was obtained by superposing the plots of Eqs.(41) and (42).


Fig 7: Plot of the phase-plane solution.

## 6. Conclusions

An equation for the unit step has been presented in this paper which when differentiated by elementary calculus yields the equation of the Dirac delta.Integrating the resulting Dirac Delta by elementary calculus yields the equation of the unit step. Both of these equations are approximate, but they are as close to the exact values as the user choses them to be.

Also with reference to a problem involving the impulse function, a methodology has been proposed whereby, instead of the usual single governing equation there are two: the impulse instant equation and the post-impulse equation. The proposed equations are, most often, easier to solve than the usual equation and they yield a more complete solution. The solution of the impulse instant equation complies with the true initial conditions and, furthermore, it yields the initial conditions of the post impulse. The impulse instant equation is perfectly reconciled with our intuition.

Since there is no need to resort to the Theory of Distributions, the method presented here may be taught at an earlier stage.
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## Appendix A. Mathematica Differentiation of the Heaviside unit step.

```
u[t_, a_] := Piecewise[{{0,t<a},{1,t> a}}]
Ifunclón a trozos
Plot[u[t, 0],{t, -1, 1.6}, PlotRange }->{-0.2,1.2}, AxesOrigin ->{-1, -0.2}, PlotStyle ->{{Thickness[0.013]}}, AxesLabel t {"t", "u(t-0)"}
|representación gráfica |rango de representación
```



```
du=D[u[t, 0], t]
O
    O
```



```
du(t-0)
```



Appendix B. Mathematica differentiation of $\mathbf{R}(\mathbf{0})$. Mathematica integration of $\delta(0)$.

```
e=0.00001
stp = Piecewise[{{0,-1<t<0},{t/e, 0<t<e},{1,e<t<2}}]
    |función a trozos
0 - - < t < 0
100000.t 0<t<0.00001
1}00.00001<t<
True
g1 = Plot[stp, {t, -1, 1.5}, PlotStyle }->{\mathrm{ Thickness[0.01]}, PlotPoints }->\mathbf{140000, AspectRatio }->\mathrm{ Automatic, AxesOrigin }->{-1,-0.2}
    [representación gráfica \estio de represe\cdots grosor número de puntos en la repre\cdots [cociente de aspecto automático [origen de ejes
    PlotRange }->{-0.2,1.2}, PlotLabel ->" (a)Riser step, \epsilon=0.00001", AxesLabel ->{"t", "\approxR(0)"}
    [rango de representación Letiqueta de representación \etiqueta de ejes
        (a)Riser step, }\epsilon=0.0000
```



```
del = D[stp, t]
    |deriva
[ llol
0}\frac{1}{100000}<t<2||>
Indeterminate True
```
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